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Abstract

Humans use an internal model to predict and navigate through a series of decisions in reinforcement learning (RL)
tasks, referred to as planning. Studies show that planning predicts performance in such tasks, but they only provide
a partial description because they do not separate local deliberation (i.e., online planning) from using plans made
ahead of time (i.e., offline planning). To address this gap, we introduce a variant of the canonical two-stage task (TST),
called the multinomial TST, that discourages planning beforehand by increasing state-space complexity (SSC). Here, we
report behavioral results from three versions of multinomial TST with increasing SSC, in addition to the canonical TST
(total N = 418). Consistent with the hypothesis that increasing SSC would lead to an increase in online planning,
we found that increasing SSC induced longer response time (RT) during first-stage (but not second-stage) choices. We
next decomposed RT into separable components of pre-trial and on-demand evaluation by fitting a novel variant of a
reinforcement learning diffusion decision model (RLDDM). Model fits revealed that first-stage drift rate and starting
point both showed influence of model-based values, but that, as SSC increased, this influence was stronger in drift rate
and weaker in starting point. Further, we used a timeseries analysis to observe that the model-based contribution to
starting point and drift rate were negatively correlated within each subject, suggesting that experience within each task,
as well as task complexity, mediates the relative contribution of online and offline planning. Taken together, these results
suggest that while planning without decision-time deliberation (offline planning) suffices for tasks with low SSC, online
planning becomes more necessary with increasing SSC, and that our task and model could be a framework for further
investigation of human online planning.
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