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rating experience faced by Yelp users (Figure 4A; see Methods). In half of the 270 trials, 1 

participants made hypothetical restaurant choices in a given choice set (e.g., pizza in a particular 2 

neighborhood), and in the other half of trials, participants provided their expectation of the 3 

quality of a randomly selected restaurant on the basis of its restaurant’s rating and the choice set.  4 

 5 
 6 
Figure 4. (A) Task screenshots for laboratory experiment. On each trial, participants views a 7 
choice set consisting of 3-7 options from a single restaurant category, and either chooses a 8 
restaurant (Choice trials; left panel) or indicates their expected satisfaction of a randomly selected 9 
restaurant (Rating trials; right panel). (B) Proportion of choices of the highest-rated option as a 10 
function of the mean star rating of the choice set, for all choice sets (left panel) and broken down 11 
by choice set size (right panel). We observed a marked context effect in the Experiment, that 12 
participants were less likely to make a ratings-maximizing choice in sets with higher mean star 13 
ratings. 14 

 15 

Analyzing choices, we observed participants were less significantly likely to choose the 16 

highest-rated ‘target’ option in choice sets with higher mean ratings (Figure 4B; β= -0.8538, 95% 17 

CI: -1.321, -0.4892, p<0.0001; Supplementary File 1G), but again, the variance of the star ratings 18 

of the choice set exerted no appreciable influence on ratings-maximizing choices (β= -0.8538, 19 

95% CI: -1.321, -0.4892, p<0.0001).  In other words, our laboratory experiment replicated the 20 

choice context effected observed in the real-world choice behavior—more valuable contexts 21 

were associated with less likely choices of the highest-rated option. Following our analysis of 22 

Yelp choices, we also probed for IIA violations in the 88% of choices made to the two best 23 

options in each choice set in the experiment, finding that—as we observed in the Yelp datasets—24 
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the average value of inferior distractor items significantly predicted participants’ tendency to 1 

choose the higher-valued of the two options (β=-0.6724, 95% CI: -0.8535, -0.5092, p<0.0001; 2 

Figure 4 - Figure supplement 1; Supplementary File 1H). Turning to expected satisfaction 3 

ratings, we observed a striking context effect on participants’ expected satisfaction ratings 4 

(Figure 5A), finding that more valuable contexts reduced participants’ expectations (β= -2.7376, 5 

95% CI: -3.3713, -2.0962, p<0.001). This analysis, as in the real-world ratings, controlled for the 6 

influence of a number of variables that may have influenced participants’ choices, including the 7 

star rating and price of the chosen option (see Table 3).  8 

In our account of the real-word ratings (Figure 3B), these (unobserved) contextually-9 

computed expectancies are the basis of the comparison with a decision-maker’s true experience 10 

with the rated option. In our experiment, which examined choice and rating behavior in many of 11 

the same choice sets that Yelp users presumably faced in the real world, the observation that 12 

these expectations decrease sharply in accordance with the average value of the context supports 13 

our account of this comparison process: as contextually-bound expectations decrease, the user’s 14 

real-world rating—conceptualized as the true consumption utility minus expectations—15 

increases. Put another way, these experimentally elicited expectations—which appear subject to 16 

contextual modulations of the surrounding choice set (Figure 5A)—provide a compelling 17 

explanation for the contextual effects observed in real-world rating data. 18 
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 1 
 2 
Figure 5. (A) Expected satisfaction ratings for the selected option, after controlling for a number 3 
of nuisance variables, as a function of the mean rating of the choice set, collapsed over all choice 4 
sets (left panel) and grouped by the rating of the selected option (right panel). We observed a 5 
marked context effect such that participants gave lower expected satisfaction ratings in higher-6 
rated choice sets. (B) Context effects for participants whose choice context effect sizes were weak 7 
(top row) and strong (bottom row). We observed that these rating normalization effects were 8 
stronger in participants with steeper normalization in choices. (C) Correlation between subject-9 
level choice context effects (estimated from the group-level mixed effects regression) and the 10 
participant-level effect of mean rating of choice set (i.e., context effect with respect to ratings; 11 
Participants who exhibited stronger (negative) context effects in choice also exhibited a stronger 12 
(negative) context effect in expected satisfaction ratings, statistically confirmed by robust 13 
regression. 14 

 15 

Finally, we probed the relationship between individual differences in the extent of 16 

context-dependence manifested in choice— quantified by the subject-level effect of mean choice 17 

set rating upon the probability of ratings-maximizing choice—and context-dependence evident in 18 

separately-measured expectation ratings. To do this, we examined context-dependence in 19 
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expectation ratings separately for participants with small versus large context effects in choice 1 

(Figure 5B; via median split), finding that context dependence in ratings was markedly stronger 2 

in individuals whose choices also exhibited more context dependence. That is, the slope of the 3 

relationship between the mean value of the choice set (i.e., context) and the rated expectation 4 

was more pronounced for participants whose choices exhibited stronger contexts effects in 5 

choice—though, critically, these contexts effects on choice and ratings were observable at the 6 

aggregate, sample level. Further illustrating the concordance between context-dependence in 7 

choice and expectancy ratings, we found that the strength of context dependence in choice 8 

(quantified by the subject-level effect of mean rating of choice set upon ratings-maximizing 9 

choices) predicted the degree to which ratings were dependent on the average value of the choice 10 

set (Figure 5C; quantified by the subject-level random effect of mean rating of choice set; robust 11 

regression; β= 3.7073, p= 0.0104). In other words, the degree of context-dependence in an 12 

individual’s choices strongly related to the degree of context-dependence in their ratings, 13 

supporting the generality of these context effects to both choice and subjective valuation. 14 

Discussion 15 

Here we examined whether real-world choices, evidenced in a large dataset of online 16 

restaurant reviews, are subject to context effects that have previously been observed in tightly-17 

constrained laboratory settings (22, 23). We observed that ratings-maximizing choice behavior 18 

was systematically inflected by choice context, and importantly, this robust pattern of context-19 

dependent choice replicated in two separate datasets which operationalize choice differently. We 20 

also found that subjective ratings were systematically biased by the rating distributions of the 21 

choice sets faced by decision-makers. This observed context-dependence appeared to be driven 22 

by the values (i.e., ratings) of the options alone, suggesting that this real-world rating information 23 

.CC-BY 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 16, 2022. ; https://doi.org/10.1101/2022.04.14.488290doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.14.488290
http://creativecommons.org/licenses/by/4.0/


 
 

19 
 

was evaluated—and acted upon, insofar as informing restaurant choices—in a relative and 1 

context-dependent, as opposed to absolute manner.  2 

Further corroborating this account, in a laboratory experiment, we found evidence for 3 

context dependence in decision-makers’ choices and subjective expectations of options’ values, 4 

which, beyond replicating real-world choice context effects in a controlled setting, demonstrates 5 

that the value composition of a choice set can systematically alter decision-makers’ expectancy 6 

of an option’s value. Further, the concordance between the extent of context-dependence 7 

observed in individuals’ choices and context-dependence in ratings (Figure 6C) further supports 8 

the idea that contextually-computed subjective valuations—observable in expectancy ratings—9 

serve as input to choices (23). Taken together, the marked context dependence we observe ‘in the 10 

wild’ and experimentally further buttress the idea that an option’s value is computed relative to 11 

its context, an idea pervasive across neuroscience, psychology, and behavioral economics (3, 5, 12 

48). Computationally, relative—versus absolute—value representation holds the benefit that 13 

information processing resources are allocated efficiently to the encoding of subjective values 14 

(14, 15). 15 

Our results raise a number of questions about the nature of these observed context effects. 16 

While our account postulates that the expectations informing the real-world ratings are computed 17 

in a relative, context-dependent fashion—which finds more direct support in our laboratory 18 

experiment (Figure 6A)—an open question concerns whether the subjective utility of 19 

consumption is also computed contextually, relative to the value composition of the choice set 20 

(or some other reference point).  However, such effects could also arise from processes operating 21 

at consumption (or feedback, e.g. (49, 50)). Future work should examine, more directly, the 22 

extent to which subjective (consumption) utility might also exhibit context dependence. 23 
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While our analysis makes a core assumption that Yelp users’ choices (and ratings) are 1 

informed by ratings users observe on the Yelp website (or smartphone app) at the time of 2 

presumed choice, it may be the case that these online ratings may act here as a proxy for users’ 3 

knowledge about the value of options in the environment, rather than directly informing the 4 

observed choices. In other words, some users’ (absolute) valuations of options could be informed 5 

by direct experience with options or ‘word of mouth’ rather than star ratings. While user ratings 6 

are often a valid—if noisy—indicator of “true” quality of the options (51) (but see (40)), we 7 

remain agnostic about which source(s) of information are the basis for these choices. The 8 

qualitative concordance between real-world choice patterns (Figure 2A) and laboratory choices 9 

(5B), which were made in the absence of true knowledge about the options’ ‘true’ values—and 10 

instead, only on the basis of ratings information—hints that the rating information on Yelp might 11 

plausibly have been the basis for real-world users’ choices. Moreover, the low rates of ratings-12 

maximize choice in the real-world choice data (in contrast to the experimental choice data) likely 13 

reflect other, possibly idiosyncratic considerations that decision-makers face in restaurant 14 

choice—for example, personal experience or other contextual factors not represented in the data, 15 

such as geographic, time, or social constraints. 16 

It also is worth noting that our analysis approach—as in any real-world choice study (29, 17 

31, 52)— relies critically on the operationalization of choice sets, which in our case were 18 

spatially-defined clusters of restaurants belonging to a single category. This simplified our 19 

analysis by guaranteeing that each restaurant appears in at most one choice set, and that 20 

restaurant options only competed with each other within the context of a single category. Of 21 

course, it is possible that an individual considers multiple restaurant categories when choosing 22 

between restaurants (31), or that, in choosing across different categories, a restaurant could 23 
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present as an option in multiple choice sets (e.g., “pizza” and “Italian” restaurants). However, 1 

any such construction would presumably be orthogonal to the context effects observed here, 2 

absent any asymmetric relationship between restaurant rating and category membership. More 3 

directly, it is unlikely that these simplifying assumptions systematically hold the consequence 4 

that these robust context effects observed are the result of artifacts in light of the laboratory-5 

based replication of these choice patterns. Nevertheless, future work could endeavor to 6 

understand how choice set rating distributions of different categories (and possibly even other 7 

choice sets of the same category) might bear on context-dependent choices and ratings. Finally, 8 

while a follow-up analysis revealed that these context effects were robust to the differing spatial 9 

definition of choice sets across the Yelp and Deliveroo datasets, we should note it is possible that 10 

individuals might, at times, strive to choose the a more globally “optimal” restaurant with respect 11 

to an entire city (or large region of a city) rather a single neighborhood per se.  12 

Relatedly, it is possible that the set size effect we observe on value-maximizing choice—13 

such that users were less likely to make an apparent ratings-maximizing choice in larger choice 14 

sets (Figure 2A) could be an artifact of our post-hoc construction of choice sets. That is, adding 15 

more options to the consideration set through any means will necessarily decrease the apparent 16 

likelihood of a decision-maker choosing any one option. Suggesting against this possibility, the 17 

same set size effects are observed in our laboratory data (Figure 5B) and have been previously 18 

observed by others [17,37]. Nonetheless, the context effects of interest here are the distribution 19 

of values (i.e., mean choice set rating) rather than the number of options in the set.  20 

 21 

Materials and Methods 22 

Analysis of Yelp Dataset 23 
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Data sources and selection of users and restaurants 1 

Real-world data analysis focused on two data sources in the Yelp Open Dataset (obtained 2 

from https://www.yelp.com/dataset): 1) reviews of business, which consists of a unique user ID, 3 

a unique business ID, the date and time of review, the unique ID of the business reviewed, the 4 

user’s given star rating (ranging from 1 to 5 in whole numbers), and the text of the user’s review, 5 

and 2) data describing each business, which consists of unique business IDs, business names, 6 

GPS coordinates (latitude and longitude) and restaurant categories.  We note that the reviews in 7 

this dataset reflects the output of Yelp’s recommendation software, which filters out suspect or 8 

biased reviews on the basis of quality, reliability, and user activity patterns.  9 

We examined only restaurants in predominantly English-speaking US and Canada 10 

Metropolitan Statistical Areas (MSAs) with at least 1000 restaurants, leaving six US MSAs in 11 

the analysis: Charlotte-Concord-Gastonia NC-SC, Cleveland-Elyria OH, Las Vegas-Henderson-12 

Paradise NV, Madison WI, Phoenix-Mesa-Scottsdale AZ, and Pittsburgh PA (US), and two 13 

Canadian MSAs: Calgary AB, and Toronto ON. We only examined choices pertaining to 14 

restaurant businesses—that is, all business entries containing the category “Restaurants” in the 15 

Yelp data, which totaled 59,315 restaurants in the US and Canada. Each business was mapped to 16 

an MSA with the US Census Bureau’s defined Core-Based Statistical Areas (in the US) or 17 

Census Metropolitan Areas (in Canada). We examined user reviews that were posted between 18 

January 1 2012, extending to November 14 2018 (the temporal end of the Yelp dataset).  19 

Calculation of restaurant categories and neighborhood clusters  20 

As business in the Yelp dataset are assigned multiple, unordered categories (e.g., 21 

“Restaurants, Italian, Pizza”), we inferred the single category that best described each restaurant. 22 

For each restaurant, we tabulated the occurrence of each Yelp-assigned category term in the text 23 
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of the user reviews associated with that restaurant, and used the most frequently-occurring 1 

category term (e.g. “Pizza”). This ensured that each restaurant occurred in at most one possible 2 

consideration set, defined by restaurant category and neighborhood, preventing a restaurant from 3 

occurring in multiple consideration sets (e.g. both “Pizza” and “Italian”).  4 

To define spatial neighborhoods within each MSA—which, alongside the restaurant 5 

categories, jointly defined the restaurant consideration sets—we employed the DBSCAN 6 

algorithm (35), a density-based spatial clustering algorithm that permitted us to define “clusters” 7 

based on users’ restaurant visit patterns, allowing neighborhoods of any arbitrary shape. The 8 

DBSCAN algorithm took the GPS coordinates of each restaurant review as input (e.g., 1,191,427 9 

data points in the Phoenix-Mesa-Scottsdale, AZ MSA) and two parameters: a search radius (in 10 

decimal degrees), and a minimum number of data points within the search radius. Because the 11 

restaurant density and overall size of the MSAs considered vary considerably, the search radius 12 

and the minimum number of points were separately tuned for each MSA by perming nearest-13 

neighbor analysis on the restaurants’ GPS coordinates and the total number of restaurants in each 14 

MSA, following previous work (36). Across all MSAs, the average number of restaurants, 15 

irrespective of category, per neighborhood (i.e., cluster) was 11.389 (SD= 1.346; see 16 

Supplementary File 1A for statistics describing resultant category and neighborhood sizes).  17 

Selection of User Data 18 

We only examined the choice and review behavior of users for whom there were at least 19 

100 reviews in the Yelp dataset, yielding 4,591 unique users. Within each user’s series of 20 

reviews, we only considered restaurants in the most frequently-visited (i.e., rated) MSA for each 21 

user, for which we assume users likely have the most knowledge of the restaurant options. The 22 

resultant distribution of users per MSA was as follows: Phoenix-Mesa-Scottsdale AZ: 29.84%, 23 
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Las Vegas-Henderson-Paradise NV: 28.33%, Toronto ON: 21.26%, Charlotte-Concord-Gastonia 1 

NC-SC: 7.382%, Pittsburgh PA: 4.849%, Cleveland-Elyria OH: 4.324%, Calgary AB: 2.078%, 2 

and Madison WI: 1.935%. 3 

Calculation of Choice sets and Choice and Rating Measures 4 

For every restaurant that a user reviewed, we analyzed that restaurant in the context of the 5 

restaurant’s category and its inferred geographic cluster —which, together, define a choice set. 6 

Our analysis only considered choices made within sets composed of 3 or more restaurants, with 7 

at least 3 unique ratings (the context effects of interest hold when we consider all possible choice 8 

sets), resulting in 53,118 choices examined in the final analysis. For each option in the choice 9 

consideration set, we computed the mean star rating for each option on the date of the user’s 10 

review—that is, considering reviews up to the point of that review but not including the review 11 

to capture the user’s possible informational state at the time of choice—rounding to the nearest 12 

half-star, as is seen by Yelp users (51). We computed the probability of choosing the (possibly 13 

non-unique) highest-rated restaurant in the choice set, following previous work (23, 24)—as a 14 

function of the mean star rating of the choice set in question computed over these rounded star 15 

ratings.  16 

In our analyses of post-choice ratings, the Rating Deviation measure was computed as the 17 

difference between the mean rating of the chosen restaurant before that user’s rating and the 18 

user’s rating itself. To ensure user ratings measured pure context effects, the average star rating 19 

of the choice sets (the abscissa in Figure 4B) analyses omitted the chosen (i.e., rated) option. The 20 

residuals plotted in Figures 4B and Figures 6A-C are estimated from the mixed-effects 21 

regression models reported in Tables 2 and 3, omitting the mean star rating of the choice set as a 22 

predictor variable.  23 
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Replication Dataset: Yelp Check-ins 1 

We analyzed the patterns of check-ins—time-stamped, geolocated record of a user having 2 

been at a particular business—as a proxy for visitations to restaurants in the Yelp dataset. Using 3 

the Yelp mobile app, a user can only “check into” a business, which will be shared with their 4 

Yelp social network (i.e. “friends”) if their current GPS coordinates are proximate to the 5 

coordinates of the business they are checking into. Unlike ratings, the aggregate number of 6 

check-ins to a business are not visible to other users, which mitigates the possibility that a check-7 

in could be used to bias the rating distribution or popularity of a particular restaurant.  8 

The Yelp dataset contains a list of timestamped check-ins for each business (check-ins 9 

per restaurant M=8,503; note these are not linked to specific users), which we analyzed similarly 10 

to the ratings-inferred choice analysis. For the 565,661 check-ins considered in the analysis, 11 

which spanned the years 2014-2016, we determined the surrounding choice set for that check-in 12 

using the same neighborhood and category definitions as in the ratings-based choice analysis and 13 

tabulated whether that check-in was made to the highest-rated option in that choice set. We then 14 

examined whether the mean star rating of the choice set influenced the probability of checking 15 

into the highest-rated option.  16 

Replication Dataset: Deliveroo Orders 17 

We analyzed choice patterns of customers ordering food on Deliveroo, an online food 18 

delivery service popular in several countries outside of North America (31). Our dataset 19 

consisted of 1,613,968 food orders, placed by 195,333 users ordering from 30,552 restaurants of 20 

180 cuisine types across 197 cities, spanning February 2018 to March 2018. Similar to Yelp, 21 

each restaurant’s star rating (1-5 stars), the number of previous ratings for the restaurant at the 22 

time of the order, and the price of the restaurant. Here, we defined choice sets as unique 23 
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combinations of cities and cuisine types (e.g., “Mexican” in Coventry, UK). We filtered out 1 

choice sets with less than 5 restaurants, leaving to 821 unique choice sets in total. We calculated 2 

the probability of a user ordering from the highest-rated restaurant, for each choice set separately 3 

over the course of the two months. Mirroring our analysis of the Yelp datasets, we then 4 

examined whether the mean star rating of each choice set influenced the user’s probability of 5 

ordering from the highest-rated restaurant in the set.  6 

Inferential Statistics 7 

In both the real-world and laboratory data, we estimated mixed-effects regression models, 8 

were using Markov chain Monte Carlo via the MCMCglmm package (version 2.32) for R (53), 9 

using logistic regression in models predicting choices of the highest-rated option with 10 

uninformative priors.  Fixed effects, which are indicated in each regression table, were all taken 11 

as random effects over users (or participants). In all applicable models, we log-transformed the 12 

length of the text review, the number of reviews for the chosen option, and the number of options 13 

in the current choice set to mitigate skew apparent in these variables. In the experiment, subject-14 

level effect sizes in choice and rating context effects (Figure 6) were computed as per-subject 15 

regression coefficients from the group analysis (conditioned on the group level estimates), 16 

superimposed on the estimated group-level effect.  17 

Choice Experiment 18 

Participants 19 

We collected data from 100 participants on Amazon Mechanical Turk (Crump et al., 20 

2013), using the psiTurk package (54). This sample size, which we have adopted as a standard 21 

for all online studies employing within-subject designs, ensures adequate statistical power to 22 

detect meaningful differences across conditions, while at the same time protecting against false 23 
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positives results or inflated effect sizes which can result from small samples. Further, this large 1 

sample size anticipates the participant exclusion rates, resulting from similar criteria, which we 2 

have observed in prior online investigations of this sort. Participants provided informed consent 3 

in accordance with the McGill University Research Ethics Board and were paid $4.00 USD for 4 

their participation. Thirty-eight participants were excluded from the sample due to failing to 5 

correctly respond to at least 60% of catch trials (see below), leaving a final sample size of 62 6 

(age M= 41.88, SD= 12.00, 32% female). Note that the exclusion of these participants does not 7 

affect the significance of results reported above.  8 

Design 9 

Our experiment utilized 275 choice sets extracted from the real-world analysis described 10 

above. Each choice set was presented to participants in a 4x3 grid of restaurants depicting an 11 

image of each restaurant (from the yelp website), the average star rating of each restaurant (1 to 5 12 

stars in increments of half stars, following the Yelp interface), the number of reviews used to 13 

compute the average star rating, the price of each restaurant represented as dollar signs ranging 14 

from one to four, and the category (i.e, cuisine the restaurant) (see Figure 5A). The size of each 15 

choice set varied from 3 (71% of the choice sets) to 7 (1%) options. Following our real-world 16 

analysis, restaurants in each choice were always drawn from the same category (e.g., ‘pizza’). 17 

Each participant viewed 275 choice sets, which were randomly divided into 135 choice trials, 18 

135 rating trials, and 5 catch trials.  19 

Procedure 20 

Choice trials required participants to answer the prompt “Which restaurant would you 21 

choose if you were going to eat at a [category] restaurant?” among the available options. 22 

Participants indicated their choice by clicking on a cell in the grid with their mouse. On rating 23 
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trials, a randomly chosen restaurant from the choice set was highlighted, and participants 1 

provided an expectation in response to the prompt “Imagine you ended up at [highlighted 2 

restaurant]. How satisfied do you think you would be with this restaurant if you were going to eat 3 

at a [cuisine type] restaurant?” Participants responded to this question using a slider bar that 4 

ranged from “Not satisfied” to “Very Satisfied” (the output of which was not visible to 5 

participants, but ranged from 0 to 100). Finally, each participant completed 5 catch trials (used to 6 

identify participants who did not follow instructions), in which they were required to choose the 7 

restaurant with the star highest rating. Importantly, no specific directions were provided 8 

concerning the information participants should use to make choices and ratings. 9 

For all trial types, the available options were presented on the screen for 5 seconds during 10 

which time participants could not make a response, and following this viewing period, 11 

participants had 5 seconds to make a response. Following each choice and rating, participants 12 

rated their confidence in the previous response using a that ranged from 1 (“Not at all confident”) 13 

to 7 (“Very confident”). Participants had 5 seconds to make a confidence response. Confidence 14 

data were not examined in the present analyses. 15 

16 
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Tables 1 
 2 
Coefficient Estimate  95% CI p-value 
(Intercept) -0.0768 -0.3256, 0.1662 0.261 
mean star rating of choice set -0.0846 -0.1425, -0.0181 0.002* 
number of options (log) -1.0066 -1.0776, -0.9454 <0.0001* 
number of reviews for highest-rated option 0.3687 0.3476, 0.3896 <0.0001* 
price of highest-rated option 0.0995 0.069, 0.1343 <0.0001* 
variance of star ratings of choice set 0.5727 0.4926, 0.6557 <0.0001* 

 3 
Table 1. Coefficient estimates for mixed-effects logistic regression predicting ratings-4 
maximizing choices as a function of mean star rating of choice set (i.e., the context effect) and 5 
log-transformed choice set size, controlling for the price of the highest-rating option, and the log-6 
transformed number of reviews of the highest-rated option in the Yelp choice dataset. 7 
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Coefficient Estimate  95% CI p-value 
(Intercept) 2.2507 2.1255, 2.3526 <0.0001* 
mean star rating of chosen option -0.4338 -0.448, -0.4197 <0.0001* 
length of user review -0.1759 -0.1903, -0.1637 <0.0001* 
number of reviews for chosen option 0.027 0.0208, 0.0333 <0.0001* 
price of chosen option 0.0843 0.0711, 0.099 <0.0001* 
mean star rating of choice set 0.0576 0.037, 0.0753 <0.0001* 
number of options (log) 0.003 -0.0136, 0.0211 0.368 

 1 
Table 2. Coefficient estimates for mixed-effects regression predicting the difference between 2 
user rating and the mean star rating of the chosen option at the time of choice (rating deviation in 3 
Figure 3) in the Yelp dataset, as a function of mean star rating of choice set excluding the chosen 4 
option (i.e., the context effect), controlling for the rating of the chosen option at the time of 5 
choice log-transformed choice set size, the price of the chosen option, and the log-transformed 6 
number of reviews of the chosen option. 7 
  8 
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Coefficient Estimate  95% CI p-value 
(Intercept) 29.3453 24.5856, 33.2665 <0.0001* 
mean star rating of chosen option 12.078 11.5269, 12.5713 <0.0001* 
number of reviews for chosen option 2.4053 2.0711, 2.6817 <0.0001* 
price of chosen option 0.1306 -0.4522, 0.703 0.336 
mean star rating of choice set -2.7376 -3.3713, -2.0962 <0.0001* 
number of options (log) -1.4998 -1.9922, -0.9704 <0.0001* 

 1 
Table 3. Coefficient estimates for mixed-effects regression predicting expected satisfaction 2 
ratings as a function of the mean star rating of choice set excluding the selected option (i.e., the 3 
context effect), controlling for the rating of the selected option at the time of choice, log-4 
transformed choice set size, the price of the selected option, and the log-transformed number of 5 
reviews of the selected option. 6 
  7 

.CC-BY 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 16, 2022. ; https://doi.org/10.1101/2022.04.14.488290doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.14.488290
http://creativecommons.org/licenses/by/4.0/


 
 

37 
 

Supplementary Figure Legends 1 
 2 

Figure 2 – Figure Supplement 1. Proportion of choices to the highest-rated option, inferred 3 
from Yelp ratings conditioned on users choosing one of the two highest-rated options in the set, 4 
as a function of the mean star rating of the inferior “distractor” items (the sub-top-two-highest 5 
rated options), for all choice sets (left panel) and broken down by choice set size (right panel).  6 

Figure 2 – Figure Supplement 2. Proportion of choices to the highest-rated option, inferred 7 
from Yelp Check-ins conditioned on users choosing one of the two highest-rated options in the 8 
set, as a function of the mean star rating of the inferior “distractor” items (the sub-top-two-9 
highest rated options), for all choice sets (left panel) and broken down by choice set size (right 10 
panel). 11 
 12 
Figure 4 – Figure Supplement 1. Proportion of choices to the highest-rated option in the 13 
Experiment, conditioned on users choosing one of the two highest-rated options in the set, as a 14 
function of the mean star rating of the inferior “distractor” items (the sub-top-two-highest rated 15 
options), for all choice sets (left panel) and broken down by choice set size (right panel). 16 
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Fig. S3. Proportion of choices to the highest-rated option, inferred from Yelp ratings 
conditioned on users choosing one of the two highest-rated options in the set, as a 
function of the mean star rating of the inferior “distractor” items (the sub-top-two-highest 
rated options), for all choice sets (left panel) and broken down by choice set size (right 
panel). 
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Fig. S4. Proportion of choices to the highest-rated option, inferred from Yelp Check-ins 
conditioned on users choosing one of the two highest-rated options in the set, as a 
function of the mean star rating of the inferior “distractor” items (the sub-top-two-highest 
rated options), for all choice sets (left panel) and broken down by choice set size (right 
panel). 
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Fig. S5. Proportion of choices to the highest-rated option in Experiment 1, conditioned on 
users choosing one of the two highest-rated options in the set, as a function of the mean 
star rating of the inferior “distractor” items (the sub-top-two-highest rated options), for all 
choice sets (left panel) and broken down by choice set size (right panel). 
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